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ABSTRACT 

The image processing methods in this paper were using contrast improvement, noise lessening, and 

texture scrutiny and portioning algorithm. The mammography images kept in high quality to conserve the 

quality. Those methods aim to augment and hone the image intensity and eliminate noise from the 

images. Mammogram breast cancer images have the ability to assist physicians in detecting disease 

caused by cells normal growth. Developing algorithms and software to analyze these images may also 

assist physicians in the daily work. This study that shows the outcome of applying image processing 

threshold, edge-based and watershed segmentation on mammogram breast cancer image and also presents 

a case study between them based on time consuming and simplicity. 
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INDRODUCTION 

Breast cancer is a malignant cell growth in the breast. If left untreated, the cancer spreads to other areas of 

the body. Excluding skin cancer, breast cancer is the most common type of cancer in women in the United 

States, accounting for one of every three cancer diagnoses. An estimated 211,240 new invasive cases of 

breast cancer were expected to occur among women in the United States during 2005. About 1,690 new 

male cases of breast cancer were expected in 2005. The incidence of breast cancer rises after age 40. The 

highest incidence (approximately 80% of invasive cases) occurs in women over age 50. In addition to 

invasive breast cancer, 58,590 new cases of in situ breast cancer are expected to occur among women 

during 2005. Of these, approximately 88% will be classified as ducal carcinoma in situ (DCIS). The 

detection of DCIS cases is a direct result of the increased use of mammography screening. This screening 

method is also responsible for detection of invasive cancers at a less advanced stage than might have 

occurred otherwise. The objective of medical image analysis is to acquire useful information about the 

physiological processes or organs of the body by using external and internal sources of energy. Breast 

image analysis can be performed using X-rays, magnetic resonance, nuclear medicine or ultrasound. So 

far the most effective and economical breast imaging modality has been X-ray mammography due to its 

simplicity, portability and cost effectiveness, an important source of radiological information for breast 

imaging is the presence and distribution of micro calcifications in the breast, this anatomical information 

can be obtained with high resolution technology using X-rays, As yet there is no comprehensive imaging 

modality for all radiological applications and needs, although the ability to computerize and analyze 

medical images provides a powerful means to assist physicians; thus computer programs, processing 

methods that get the data and information from medical imaging scanners must be carefully developed to 

preserve and enhance the most important clinical information rather than introducing additional artifacts. 

The ability to improve diagnostic information from medical images can be further enhanced by designing 

computer processing algorithms, application and software intelligently, that is why we proposed an 

application based on mat lab software to detect cancer in mammogram breast cancer images 

 

LITERATURE SURVEY 

[1] Ali Almuntashri: The vascular segmentation based on image processing is used to identify the 

accuracy, categorization, registration, and visualization of vascular disease. The manual process takes 
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more time and sometimes throws errors. This paper introduces a method which segments aortic lumen 

obtained using CT scans and PC-MR images automatically using digital processing algorithm. ASM is 

based on the landmark shaped module, linear models of gray value and the iteration optimization. In this 

paper, multiple-resolution is used to enhance the segmentation speed and robustness. Though the paper 

has high quality method, the disadvantage is complexity in parameter and the computational time 

[2]OSMAN.F:Multistageprocessingofautomatedbreastultrasoundlesionsrecognitionisdependentontheperfo

rmance11 of prior stages. To improve the current state of the art, we propose the use of end-to-end deep 

learning approaches12 using Fully Convolution Networks (FCNs), namely FCN-AlexNet, FCN-32s, 

FCN-16s and FCN-8s for semantic13 segmentation of breast lesions. We use pre-trained models based on 

Image Net and transfer learning to overcome the14 issue of data deficiency. We evaluate our results on 

two datasets, which consist of a total of 113 malignant and 35615 benign lesions. To assess the 

performance, we conduct 5-fold cross validation using the following split: 70% for16 training data, 10% 

for validation data, and 20% testing data. The results showed that our proposed method performed17 

better on benign lesions, with a top Mean Dice score of 0.7626 with FCN-16s, when compared to the 

malignant18 lesions with a top Mean Dice score of 0.5484 with FCN-8s. When considering the number of 

images with Dice19 score > 0.5, 89.6% of the benign lesions were successfully segmented and correctly 

recognized while 60.6% of the20 malignant lesions were successfully segmented and correctly 

recognized. We conclude the paper by addressing the21 future challenges of the work. 

[3]Mohamad Alrahhal .M:Computer based analysis is one of the suggested means that can assist 

oncologists in the detection and diagnosis of breast cancer. On the other hand, deep learning has been 

promoted as one of the hottest research directions very recently in the general imaging literature, thanks 

to its high capability in detection and recognition tasks. Yet, it has not been adequately suited to the 

problem of breast cancer so far. In this context, I propose in this paper an approach for breast cancer 

detection and classification in histopathological images. This approach relies on a deep convolution 

neural networks (CNN), which is retrained on an auxiliary domain with very large labeled images, and 

coupled with an additional network composed of fully connected layers. The network is trained separately 

with respect to various image magnifications (40x, 100x, 200x and 400x). 

[4]Ghulam Murtaza.R : Breast cancer (BC) infection, which is peculiar to women, brings about the high 

rate of deaths among women in every part of the world. The early investigation of BC has minimized the 

severe effects of cancer as compared to the last stage diagnosis. Doctors for diagnostic tests usually 

suggest the medical imaging modalities like mammograms or biopsy histopathology (HP) images. 

However, HP image analysis gives doctors more confidence to diagnose BC as compared to 

mammograms. Many studies used HP images to develop BC classification models to assist doctors in 

early BC diagnosis. However, these models lack better and reliable results in terms of reporting multiple 

performance evaluation metrics. Therefore, the goal of this study is to create a reliable, more accurate 

model that consumes minimum resources by using transfer learning based convolution neural network 

model. The proposed model uses the trained model after fine tuning, hence requires less number of 

images and can show better results on minimum resources. BreakHis dataset, which is available publicly 

has been employed in overall experiments in this research. BreakHis dataset is separated into training, 

testing, and validation for the experimentation. In addition, the dataset for training was augmented 

followed by stain 

[5]normalization. By using the concept of transfer learning (TL), AleNext was retained after fine-tuning 

the last layer for binary classification like benign and malignant. Afterward, preprocessed images are fed 

into the TL based model for training. The model training was performed many times by changing the 

hyper parameters randomly until the minimum validation loss was achieved. Now the trained model was 

used for feature extraction. The extracted features were further evaluated by using six ML classifiers (i.e. 

softmax, Decision tree, Naïve Bays, Linear discriminate analysis, Support vector machine, k-nearest 

neighbor) through five performance measures such as precision, F-measure, accuracy, specificity, and 
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sensitivity for experimental evaluation. The soft ax has outperformed among all classifiers. Furthermore, 

to reduce the wrong prediction, a misclassification reducing (MR) 

 

EXISTING SYSTEM 

Breast Cancer has been a big topic in research field for the last two decades. It has been well funded 

medical research topic across the globe. Many people have been cured of it, due to early detection. Still 

the progress in diagnosis and treatment for it remains expensive and time consuming. Automated 

detection of mass still remains a difficult task, this might be due to the fact that every cancer is different 

like it’s host and each requires customized medication to be cured. 

In the scheme does not permit the direct derivation of deformation parameters. Detection accuracy is low. 

This particularly complex segmentation task, prior knowledge is required. Major challenges linked to this 

segmentation task. Image processing and pattern recognition problems are occurring. The LBP method 

has proved to outperform many existing methods, including the linear discriminate analysis and the 

principal component analysis. The system presented not only enables classification of whole images but 

also presents a better performance for sub images when compared with some of the existing systems. 

 

DISADVANTAGES 

• Accuracy is low. 

• Cannot provide optimized cancer detect. 

• Segmentation process has some trouble 

 

PROPOSED SYSTEM 

In the proposed system a new approach for the classification of texture features through neural networks. 

The main objective of the paper is to generate highly accurate texture features by means of curving out 

region if interest of the mammography image. These acquired ROI are further used for extracting the 

texture features. These features are fed into a neural network that classifies the images as cancerous or 

non-cancerous. The neural network is trained using back propagation algorithm for adjusting weight. The 

proposed technique has been applied on peripheral blood smear images obtained from two places, as a 

fore mentioned. The presented system performs automated processing, including color correlation, 

segmentation of the nucleated cells, and effective validation and classification. A feature set exploiting 

the shape, color, and texture parameters of a cell are constructed to obtain all the information required to 

perform efficient classification. The impact of the LBP operator on the HD proved to be a promising 

feature for this analysis. Furthermore, a color feature called cell energy was introduced, and results show 

that this feature presents a good demarcation between cancer and non-cancer cells. performance. In this 

investigate, the categorization task is used to assess student’s presentation and as there are many approach 

that are used for data arrangement, the decision tree technique is used here. Information like course detail, 

post information, mark prediction was collected from the course prediction system, to predict the 

performance at the end of the semester. This project investigates the accuracy of Decision tree techniques 

for predicting student course prediction. The admin cannot find out student abilities and their interest 

easily so that they can enhance them in it. The impact is it helps us from fulfilling assignment and vision 

of the organization. If the project gets successful, then it will be great help for faculty to enhance 

education system. 

 

ADVANTAGES 

• Prediction of student course selections has an essential quality pledge and profitable incentive. 

• An approach to predicting student course selection compared on historic data is accessible. 

• Selecting the major to study for the better prediction course. 

• Accurate information providing 

• Reduce the manual effort and time 
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• Increase in prediction of the data 

 

ARCHITECTURE DIAGRAM 

 

 
 

EXPERIMENTAL RESULT 
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CONCLUSION 

Student cutoff based allot the course of student in the world today, suffer from a variety of college 

department. This source reviews are good. The appropriate algorithm is used to predict the course. 

Cognitive ability is filtered some deep learning technique. The deep learning algorithm is used by allot 

the student course in our cutoff marks. The accuracy is being computed and the alert notification is being 

displayed with these deep learning algorithms. The objective of system is fruitfully achieved by generate 

consequence analysis description and predicting complexity level of subject for student. Required 

manpower and time consuming problems are solved by system. The system helps students to achieve 

success in educational system. It will enable to identify the students in advance who are likely to fail and 

allow the admin to provide appropriate inputs. This project can be with no trouble used by academy for 

generating result study report. This system is user friendly and generates reports very fast. 
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