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ABSTRACT 
A new and complementary method to assess image quality is presented. It is based on the comparison of 
the local variance distribution of two images. This new quality index is better suited to assess the non-
stationarity of images; therefore it explicitly focuses on the image structure. We show that this new index 
outperforms other methods for the assessment of image quality in different images. 
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INTRODUCTION 
It is well known that images can suffer distortion due to several sources, from the acquisition process 
itself to compression, noisy channels and so on. On the other hand, images can also undergo quality 
improvement processes, like enhancement or restoration techniques (Lim ,1990). In every case it is useful 
to quantify the quality of such resulting image. One easy way to do it is by using a reference image to 
carry out this task. These approaches are known as full reference methods (Wang,2004). The most 
straightforward parameters are those based on pixel-to-pixel error measurement, like MSE (Tang,1992), 
(Eskicioglu,1995) and other error measurements (Przelaskowski, 2004). Alternatively Wang et al. 
(Wang,2004) proposed the Structural Similarity (SSIM) index. This method, based on the structural 
information of the image, has proved to be a good measure for very different kinds of images, from 
natural scenes to medical images (Aja-Fern´andez). However, one may think of situations in which the 
information provided by this index does not match a subjective quality judgement. It is due to the bias 
each method has towards the image statistic it is using to measure. 
Some other quality assessment methods based on different features may give more accurate information 
of the global quality. A global quality metric is a ubiquitous problem in the processing of medical images. 
The structural content provided by scanning devices cannot be compromised by filtering methods if the 
result is intended to be fed into the clinical work-flow. Being able to objectively quantify the quality gain 
with respect to the originally scanned image, as well as the quality in the acquisition is crucial for the 
adoption of processing techniques without compromising the diagnostic value. In this paper, we present a 
method based on the distribution of the local variance in the images; with the be compared. Non-
stationary processes naturally arise on images where structures are present. Changes on the structural 
behaviour will lead to a change of the non-stationary behaviour. The new method can be seen as a 
standalone new index, or as a complement to other existing methods, such as the SSIM. 
 
Literature Survey 
One of the most used methods to quantify the quality of an image is the Mean Square Error (MSE) 
[Tang,1992], [Eskicioglu,1995]. It gives a measure of how pixel wise similar two images are. Though, it 
does not take into account any structural information of them. Alternatively, some other methods have 
been proposed into the Medical Image field (Przelaskowski, 2004). The limitations of such methods have 
been widely reported in literature. In (Wang,2004) Wang et al. proposed a new quality (full-reference) 
assessment method based on the structural similarity of two images I and J. Up to date, this method has 
proved to be versatile and robust in many different environments. It uses three levels of comparison1:”. 
 
1)  Luminance comparison: 
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with µI and µJ  the local mean of the images I and 
J, and C1 a constant  
2) Contrast comparison: 

                             
with σI and σJ the local standard deviation of the 
images I and J, and C2 a constant 
 3) Structure comparison: 

                          
  with σIJ the local correlation coefficient between the 
images I and J, and C3 a constant. 
 
 
The local SSIM index is defined as 

  (1) 
 
and with a proper parameter election [2] it becomes 
 

 (2) 
 
The overall value is obtained using the mean of the local 
SSIM (with acronym MSSIM): Some variations of the original methods have been proposed elsewhere, 
like using a weighted sum instead of the mean (Wang 2005). 
 
Image quality assessment based on 
Local variance 
Although the SSIM index has shown to be a very useful index in many experiments, cases may arise in 
which the quality measure obtained does not match properly a subjective judgment based on the visual 
information.  
As an example, consider the image in Fig. 1-(a). Some distortions are inserted on it:  

 
 
Fig. 1: Black square (256 gray levels). (a) Original Image. (b) Blurred image using a square 5×5 
window (MSSIM=0.9637). (c) Blurred Image using a square 21 × 21 window (MSSIM=0.8689) (d) 
Image with additive Gaussian noise 0 mean and σ = 5/255 (MSSIM=0.6278) (e) Image plus constant 
10 (MSSIM=0.8526). 
 
From these examples it is easy to see that the index considers some sources of degradation more 
important than others, i.e.there exists a bias towards some features of the image. For instance, blur is 
minimally taken as a degradation, although for medical images it may constitute an important structural 
change; on the other hand white noise is seen as a substantial 
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degrading effect, when in fact the structures may be clearer to the human eye than the blurred ones. Some 
other related examples will be shown in section IV. In order to reduce this bias alternative quality 
measures should be conceived, and they should rely on different structural information. In next section a 
new such method is introduced.: 
 
Quality Index Based On Local Variance 
The new index we propose is based on the assumption that a great amount of the structural information of 
an image is coded in its local variance distribution. The SSIM index, for example, calculates the local 
variances of both images, but the global index takes into account only the mean of those values. Thus, the 
non-stationary of the image is ignored. A further comparison based on the local variances features can 
help us properly compare two images. The local variance of an image I is defined as   푉푎푟(퐼푖, 푗)  =
{퐸_(I푖, 푗 − Ī푖, 푗)}      being  
Īj = E {Ii,j} the local mean of the image. It may be estimated using a weighted neighbourhood ηi,j (such as 
Gaussian functions [2]) centered about the pixel under analysis with respective weights ωp, as  

 

(3) 

                   (4) 

The size of the neighbourhood ηi,j should be related to the scale of the image structures expected for a 
particular application. The estimated local-variance of the image will be used as a quality measure of the 
structural similarity between two images. In fact, we will use some of its statistics. First, the mean of the 
local variance µVI is estimated as 

               (5) 
The (global) standard deviation of the local variance is 
defined as 
 

 
and it can estimated as 

  (6) 
Finally, the covariance between the variances of two images I and J is defined as 

    (7) 
and its estimator is 

 
       (8) 
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We define the Quality Index based on Local Variance 
(QILV) between two images I and J as 

                                                                              
(9) 
 
Note that though there is a great (intentional) similarity 
between eq. (9) and the SSIM index, the latter is the mean of the local statistics of the images, and the 
former deals with the global statistics of the local variances of the images. 
The first term in eq. (9) carries out a comparison between the mean of the local variance distributions of 
both images. The second one compares the standard deviation of the local variances. The third term is the 
one to introduce spatial coherence. To avoid some computational problems with small values, some 
constants may be added to every term in eq. (9) 

RESULTS 
The various Distortion in Images has been observed and Result has been tabulated for SSIM and  Quality 
Based on Local varience.(QILV) 
    Table-1: SSIM and QILV obtained for Different Images 

.  
As can seen from above results both methods are not weighting the distortions equally, i.e. each one 
highlights different directions. MSSIM hardly interprets blurring like a distortion, while QILV gives a 
very low value to it, the lower the value the greater the blur. 
To better understand the behaviour  of this index  we have performed another Experiments keeping SSIM 
values for   All Distortion to a Constant  0.45(parameters have been manually adjusted for keeping same 
values). 
Following below the results has been tabulated 
IN-White noise IB-Blurring Images IH- High pass  
IS-Singular Value Decomposition 
 

  
 

Figure 2 (a) Original Image. Images constructed to have the same SSIM=0.50: (b) White 
Noise added, (c) blur distortion (d) high-boosted (e) Singular value decomposition 
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Table 2: SSIM  and QILV calculated  for Different Noisy images 

 
This Results Shows that  the index indicates a strong similarity although they are visually very different. 
Indeed there might be an infinite number of totally different images that share the same basis. But since 
QILV is based on variance distributions, this problem is detected and indicated with a low value. 
The results for the SVD analysis clearly show one of the weak points of SSIM index. Visually, IS is the 
most different image achieved for this constant SSIM index. 
To analyze this effect, in Fig. 3 an image is compared with itself, but only taking some of its most 
significant eigenimages (this number is the base variable in the plots). In both experiments, QILV initially 
departs from (almost) zero for one eigenimage, while the SSIM index is quite larger. 

 
Fig 3: Quality assessment between and image and a SVD version of itself. 
x-axis: number of most significant eigenimages. y-axis: SSIM index (solid) 
  and QILV index (dashed).  
 
The behaviour of the QILV may be understood by comparing the local variance distribution of each 
image, Fig. 4. The effect of blurring the image is translated into a narrowing of the distribution, i.e. the 
standard deviation of the variance will be much smaller in the blurred image than in the original one. On 
the other hand, adding white noise is equivalent to adding a constant (equal to the variance of noise) to the 
original distribution 

. 
Fig 4: Local variance distribution for Lenna, fixed SSIM=0.50. Left: Original image (solid line), 
noisy image (dash-dotted), blurred image (dashed) and high boosted (dotted). Right: Original 
image (solid line), SVD most significant eigenimage (dashed). The effect of blurring and SVD 
decomposition is narrowing the variance distribution, while the added Gaussian noise just change 
its mean. 
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Table 3: SSIM calculated for QILV=0.66 for noisy images 

 

 
Figure 5: Images with QILV=0.66: (a) White Noise added, (b) blur distortion (c) high-boosted (d) 
Singular value decomposition (27 most significant eigenimages). 
 
Once again, SSIM weighs noise over blur. As for QILV, 
The high boost case is more optimistic than what it probably sould, since structural content is enhanced at 
the expense of removing background information. 
 
Conclusions 
A new method for image quality assessment has been 
introduced; it is based on distribution of the local variance of the data. From the experiments carried out 
in  
It is our understanding that the quality indices given by this method correspond more closely to those 
expected from subjective visual assessment (concerning structural information) than methods previously 
reported. In order to account for  considered in the paper (or the high boost 
experiment indeed considered) probably a combination of SSIM and QILV may give interesting results. 
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