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ABSTRACT

A cloud storage system, consisting of a collection of storage servers, provides long-term storage services
over the Internet. Storing data in a third party’s cloud system causes serious concern over data
confidentiality. General encryption schemes protect data confidentiality, but also limit the functionality of
the storage system because a few operations are supported over encrypted data. Constructing a secure
storage system that supports multiple functions is challenging when the storage system is distributed and
has no central authority. We propose a threshold proxy re-encryption scheme and integrate it with a
decentralized erasure code such that a secure distributed storage system is formulated. The distributed
storage system not only supports secure and robust data storage and retrieval, but also lets a user forward
his data in the storage servers to another user without retrieving the data back. The main technical
contribution is that the proxy re-encryption scheme supports encoding operations over encrypted
messages as well as forwarding operations over encoded and encrypted messages. Our method fully
integrates encrypting, encoding, and forwarding. We analyze and suggest suitable parameters for the
number of copies of a message dispatched to storage servers and the number of storage servers queried by
a key server. These parameters allow more flexible adjustment between the number of storage servers and
robustness.

INTRODUCTION

Overview of the Project

As high-speed networks and ubiquitous Internet access become available in recent years, many services
are provided on the Internet such that users can use them from anywhere at any time. For example, the
email service is probably the most popular one. Cloud computing is a concept that treats the resources on
the Internet as a unified entity, a cloud. Users just use services without being concerned about how
computation is done and storage is managed.

In this paper, we focus on designing a cloud storage system for robustness, confidentiality, and
functionality. A cloud storage system is considered as a large-scale distributed storage system that
consists of many independent storage servers. Data robustness is a major requirement for storage systems.
There have been many proposals of storing data over storage servers. One way to provide data robustness
is to replicate a message such that each storage server stores a copy of the message. It is very robust
because the message can be retrieved as long as one storage server survives. Another way is to encode a
message of k symbols into a codeword of n symbols by erasure coding. To store a message, each of its
codeword symbols is stored in a different storage server. A storage server failure corresponds to an
erasure error of the codeword symbol. As long as the number of failure servers is under the tolerance
threshold of the erasure code, the message can be recovered from the codeword symbols stored in the
available storage servers by the decoding process. This provides a tradeoff between the storage size and
the tolerance threshold of failure servers.

A decentralized erasure code is an erasure code that independently computes each codeword symbol for a
message. Thus, the encoding process for a message can be split into n parallel tasks of generating
codeword symbols. A decentralized erasure code is suitable for use in a distributed storage system. After
the message symbols are sent to storage servers, each storage server independently computes a codeword
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symbol for the received message symbols and stores it .This finishes the encoding and storing process.
The recovery process is the same.

Storing data in a third party’s cloud system causes serious concern on data confidentiality. In order to
provide strong confidentiality for messages in storage servers, a user can encrypt messages by a
cryptographic method before applying an erasure code method to encode and store messages. When he
wants to use a message, he needs to retrieve the codeword symbols from storage servers, decode them,
and then decrypt them by using cryptographic keys. There are three problems in the above straightforward
integration of encryption and encoding. First, the user has to do most computation and the communication
traffic between the user and storage servers is high. Second, the user has to manage his cryptographic
keys. If the user’s device of storing the keys is lost or compromised, the security is broken. Finally,
besides data storing and retrieving, it is hard for storage servers to directly support other functions. For
example, storage servers cannot directly forward a user’s messages to another one. The owner of
messages has to retrieve, decode, decrypt and then forward them to another user.

In this paper, we address the problem of forwarding data to another user by storage servers directly under
the command of the data owner. We consider the system model that consists of distributed storage servers
and key servers. Since storing cryptographic keys in a single device is risky, a user distributes his
cryptographic key to key servers that shall perform cryptographic functions on behalf of the user. These
key servers are highly protected by security mechanisms. To well fit the distributed structure of systems,
we require that servers independently perform all operations. With this consideration, we propose a new
threshold proxy-encryption scheme and integrate it with a secure decentralized code to form a secure
distributed storage system.

The encryption scheme supports encoding operations over encrypted messages and forwarding operations
over encrypted and encoded messages. The tight integration of encoding, encryption, and forwarding
makes the storage system efficiently meet the requirements of data robustness, data confidentiality, and
data forwarding. Accomplishing the integration with consideration of a distributed structure is
challenging. Our system meets the requirements that storage servers independently perform encoding and
re-encryption and key servers independently perform partial decryption. Moreover, we consider the
system in a more general setting than previous works. This setting allows more flexible adjustment
between the number of storage servers and robustness. Our contributions assume that there are n
distributed storage servers and m key servers in the cloud storage system. A message is divided into k
blocks and represented as a vector of k symbols. Our contributions are as follows:

We construct a secure cloud storage system that supports the function of secure data forwarding by using
a threshold proxy re-encryption scheme. The encryption scheme supports decentralized erasure codes
over encrypted messages and forwarding operations over encrypted and encoded messages. Our system is
highly distributed where storage servers independently encode and forward messages and key servers
independently perform partial decryption.

We present a general setting for the parameters of our secure cloud storage system. In practical systems,
the number of storage servers is much more than k. The sacrifice is to slightly increase the total copies of
an encrypted message symbol sent tutorage servers. Nevertheless, the storage size in each storage server
does not increase because each storage server stores an encoded result (a codeword symbol), which is a
combination of encrypted message symbols.

I Problem Definition

Construction of Cloud Data Storage Module

Data Encryption Module

Data Forwarding Module

Data Retrieval Module
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Construction of Cloud Data Storage Module

In Admin Module the admin can login to give his username and password. Then the server setup method
can be opened. In server setup process the admin first set the remote servers Ip-address for send that Ip-
address to the receiver. Then the server can skip the process to activate or Dis-activate the process. For
activating the process the storage server can display the Ip-address. For Dis-activating the process the
storage server cannot display the Ip-address. These details can be viewed by clicking the key server. The
activated Ip-addresses are stored in available storage server. By clicking the available storage server
button we can view the currently available Ip-addresses.

Data Encryption Module

In cloud login module the user can login his own details. If the user cannot have the account for that cloud
system first the user can register his details for using and entering into the cloud system. The Registration
process details are Username, E-mail, password, confirm password, date of birth, gender and also the
location. After entering the registration process the details can be stored in database of the cloud system.
Then the user has to login to give his corrected username and password the code has to be send his/her E-
mail. Then the user will go to open his account and view the code that can be generated from the cloud
system. In Upload Module the new folder can be create for storing the files. In folder creation process the
cloud system may ask one question for that user. The user should answer the question and must remember
that answer for further usage. Then enter the folder name for create the folder for that user. In file upload
process the user has to choose one file from browsing the system and enter the upload option. Now, the
server from the cloud can give the encrypted form of the uploading file.

Data Forwarding Module

In forward module first we can see the storage details for the uploaded files. When click the storage
details option we can see the file name, question, answer, folder name, forward value (true or false),
forward E-mail. If the forward column display the forwarded value is true the user cannot forward to
another person. If the forward column display the forwarded value is false the user can forward the file
into another person. In file forward processes contains the selected file name, E-mail address of the
forwarder and enter the code to the forwarder. Now, another user can check his account properly and
view the code forwarded from the previous user. Then the current user has login to the cloud system and
to check the receive details. In receive details the forwarded file is present then the user will go to the
download process.

Data Retrieval Module

In Download module contains the following details. There are username and file name. First, the server
process can be run which means the server can be connected with its particular client. Now, the client has
to download the file to download the file key. In file key downloading process the fields are username,
filename, question, answer and the code. Now clicking the download option the client can view the
encrypted key. Then using that key the client can view the file and use that file appropriately.

CONCLUSION

In this paper, we consider a cloud storage system consists of storage servers and key servers. We integrate
a newly proposed threshold proxy re-encryption scheme and erasure codes over exponents. The threshold
proxy re encryption scheme supports encoding, forwarding, and partial decryption operations in a
distributed way.
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