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ABSTRACT  

One implicit assumption the speech enhancement algorithms is that the representation of speech in a 

transform domain or over a redundant dictionary is sparse, while that of noise is dense. Based on this 
assumption, clean speech can be recovered by finding the sparse representations. However, some kinds of 

noise are also found sparse in the above representation scenarios, which results in degradation of 

enhancement performance. For example, since coefficients of car interior noise are sparse in DCT 
domain, the speech enhancement performance for car interior noise is not as good as that in other noisy 

background. In addition, some features, for example, speech energy and the inter-frame correlation, are 

not considered sufficiently in the available speech enhancement algorithms which probably hinders the 

further improvement of speech quality.  
In the proposed method, speech enhancement is casted to an optimization problem, where linear 

prediction residual and DCT coefficients are combined and adopted as the representation of speech to 

ensure that noise is dense in such domain. Other features, including speech energy, noise energy and 
correlation are also considered as constraints to improve the quality and intelligibility of recovered 

speech.  

The proposed algorithm adopts LP residual as one of the sparse representation of speech, considering it is 
feasible and advantageous, as analyzed in the previous section. To make full use of the sparsity of speech, 

DCT coefficients are also included to contribute as a measurement. The proposed algorithm aims to 

recover the clean speech, whose LP residual and DCT coefficients are both sparse, via solving an 

optimization problem under a series of constraints.  
. 
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INTRODUCTION 

In practical systems, such as voice communication and speech recognition, noise is almost inevitable. 

Speech recognition accuracy likely suffers greatly in the presence of noise. Therefore, it is essential to 

reduce noise effectively with signal processing techniques. Though some of them have been utilized in 
commercial schemes, there is still a gap between the human desire and ready-made technologies. In 

recent years, sparse representation is adopted to improve the quality of noise corrupted speech. However, 

the representation of noise is also found to be sparse in some special cases, which degrades the 
performance of sparsity based speech enhancement.  

In recent years, sparse representation is adopted to improve the quality of noise corrupted speech. 

However, the representation of noise is also found to be sparse in some special cases, which degrades the 
performance of sparsity based speech enhancement. An adaptive speech enhancement algorithm using 

sparse prior information is proposed in this paper. In the proposed method, speech enhancement is casted 

to an optimization problem, where linear prediction (LP) residual and DCT coefficients are combined and 

adopted as the representation of speech to ensure that noise is dense in such domain. Other features, 
including speech energy, noise energy, and inter frame correlation are also considered as constraints to 

improve the quality and intelligibility of recovered speech.  

Noise degrades the performance of these systems dramatically. For example, speech recognition accuracy 
likely suffers greatly in the presence of noise. Therefore, it is essential to reduce noise effectively with 

signal processing techniques. Over the past four decades, a number of speech enhancement algorithms 
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have been developed. Though some of them have been utilized in commercial schemes, there is still a gap 

between the human desire and ready-made technologies. 

Related Works 
This paper focuses on the enhancement for speech corrupted by additive noise in single channel systems. 

The conventional speech enhancement algorithms can be roughly divided into three categories [18]: 

spectral-subtractive algorithms [1–3], statistical-model-based algorithms [4–6], and subspace algorithms 
[7–9]. Most of them focus on the spectrum estimation of noise or speech. Recently, sparse representation 

is extensively investigated. Sparsity is an important feature of speech, which has been found 

approximately sparse in some transform domains, for example, DCT domain and wavelet domain [10], 

and over redundant dictionaries of clean speech exemplars [11, 12]. Linear prediction (LP) residual of 
speech has also been found sparse [15–17]. Sparse prior information has been introduced into speech 

coding and speech enhancement [10–14], which achieve good performance. In [10], the sparsity. The 

corresponding author of this paper is Yuantao Gu of DCT coefficients is adopted for speech enhancement. 
The enhancement algorithm proposed in [11] considers the sparsity over the redundant dictionary of clean 

speech exemplars. In [14], the prior information that the DCT-II coefficients of speech are sparse over the 

redundant dictionary is used to improve the speech quality. 
One implicit assumption in these enhancement algorithms [10, 11, 14] is that the representation of speech 

in a transform domain or over a redundant dictionary is sparse, while that of noise is dense. Based on this 

assumption, clean speech can be recovered by finding the sparse representations. However, some kinds of 

noise are also found sparse in the above representation scenarios, which results in degradation of 
enhancement performance. For example, since coefficients of car interior noise are sparse in DCT 

domain, the speech enhancement performance for car interior noise is not as good as that in other noisy 

background [10]. In addition, some features, for example, speech energy and the interframe correlation, 
are not 

considered sufficiently in the available speech enhancement algorithms [10–14], which probably hinders 

the further improvement of speech quality. 

In this paper, an adaptive speech enhancement algorithm using sparse prior information (ASESI) is 
proposed. In this algorithm, LP residual is adopted as the representation of speech in order to keep the 

parameters of speech sparse while that of noise dense. The energy constraint and interframe correlation 

are also adopted into the proposed algorithm to improve the quality and the intelligibility of recovered 
speech. The clean speech is recovered by finding the component whose LP residual and DCT coefficients 

are both sparse under the energy and the interframe correlation constraints, i.e., by solving an 

optimization problem. This formalized problem can be solved with numerous existing methods. LP 
coefficients, speech energy, and interframe correlation, which are used to recover speech, are the 

distinctive features for each frame, which reveals the adaptive behaviour of the proposed algorithm. 

Experimental results confirm that a wide range of noise can be reduced effectively through the proposed 

approach. 

1. Algorithm 

For sparsity based speech enhancement algorithms, the enhancement performance closely depends on the 

sparsity distinction between the representation of speech and that of noise.  
The proposed work uses the following LP model: 

 

x(n) =  

 

where x(n), r(n), ak, and K denote the speech signal, the LP residual, the LP filter coefficients and order, 
respectively. The LP coefficients are estimated by minimizing the least squares of LP residual. A linear 

predictor uses observations of a signal to try to predict the next sample of the signal beyond those it can 

observe.  

At Initial State,    x(n) = 0,  n 0 
Therefore, LP residual vector „r‟ is given by: 
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r = [r(1), r(2), (3), …. R(n)] and can be expressed using the speech vector as  

x = [x(1), x(2), x(3), …. X(n)] 

The LP coefficient matrix is given by: 
r = A . x 

For sparsity based speech enhancement algorithms, the enhancement performance closely depends on the 

sparsity distinction between the representation of speech and that of noise. 
 

The proposed algorithm adopts LP residual as one of the sparse representation of speech, considering it is 

feasible and advantageous, as analyzed in the previous section. To make full use of the sparsity of speech, 

DCT coefficients are also included to contribute as a measurement. The proposed algorithm aims to 
recover the clean speech, whose LP residual and DCT coefficients are both sparse, via solving an 

optimization problem under a series of constraints. 

 
Let y = [y(1), · · · , y(N)] be the noisy speech, 

y = x + e 

where „e‟ denotes the additive noise and „x‟ is the speech signal to be extracted. 
 

In order to improve the accuracy, the energy of the recovered speech is constrained to be close to that of 

the clean speech as given below: 

 
Where α1 and α2 describe the degree of approximation. Ex is the estimate of energy of speech signal as 

the original speech is not available. 

 
Clean speech may be recovered, if its LP residual and DCT coefficients are both sparse under the 

constraints of moderate energy and correlation with previous frame, which justifies the main objective of 

the proposed algorithm. 
 

     Linear Predictor 

 
 

RESULTS AND CONCLUSION 
The proposed work finds application in enhancing the speech signal using the sparseness of the dct and 

LP residual matrix. The proposed work has advantage of not loosing the vital information form the speech 

signal on account of dct based sparse representation. The dct based decomposition of the signal into 

different freq. components provides the complete spectrum of the speech signal and can be selective 
portion of the speech could be enhanced.  
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