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ABSTRACT 
This study aims at investigating the cloud computing service and its applications in the field of storing 
and analyzing the very large weather images. These services are implemented through different 

cooperative and distributed agents. A region-oriented data structure is utilized to store and analyze the 

image and it stores and describes the image regions through the low-level descriptors. Different types of 

structural relationships are also considered among the regions. The specific aim of this operation is to 
make the data operations compatible to work in a distributed state. This divides an input weather image 

into several smaller sub-images to be separately stored and processed by different agents in system and 

thus it facilitates the parallel processing of very large weather images. The utilization of appropriate load 
balancer for distribution and allocation of agents with less workload is the key aspect in reducing the 

processing time for parallel operations.  
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INTRODUTION  

A very large amount of multimedia data is produced worldwide every day. The meteorological 
institutions are producing the maps and images of very large data around the world. The techniques are 

required for storing and processing to manage these databases. In particular, the volume of data and 

difficulty of processing the very large images and multidimensional weather maps are the challenging 
problems. The ultimate goal of cloud computing service is to store and analyze very large databases. By 

this way, these services enable the users to access the storage resources and provide the additional virtual 

computing. In particular, they facilitate the analysis of very large images by providing the physical and 
computing resources. Nowadays, there are some types of very large images in some certain areas due to 

the exponential increase in the precision and quality of imaging equipment (Moghaddam and Asa, 2013). 

For instance, the "Blue Marble" project by NASA (The National Aeronautics and Space Administration) 

has obtained the images with the sizes of more than 1 GB (PNG file). Working with these images needs 
the large memory and processing resources. This management of databases is difficult and their sizes are 

constantly increasing (Iranpak et al. , 2012).  

Our studied sample is focused on such these very large weather images with a large number of regions. 
This indicates that the storage and processing of image data requires the large computing resources and 

time. Paralleling and distributed processing of database are utilized to reduce the storage and processing 

requirements. The pilot model of cloud computing service is developed for storing and analyzing the 

images. These services store the relevant image and data. Their regions and relations are utilized as the 
basic entities for display and processing of an image.  

Therefore, this system should be able to: 1) extract the image regions (and their relevant relations), 2) 

process, and 3) store them. The existing problem is that there are usually large numbers of these regions 
in an image and their relations can be fairly complex.  

A data source is implemented for storing the very large images in current cloud computing services. A 

data structure for image analysis should easily and quickly provide the current information management. 
In our system, the information in the data structure is stored in a database. Furthermore, it is clear for 

service users whether they are operating a database (Yuen, 2010).  
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The parallelism can be utilized for large sets of images. In most cases, such this parallelism simply 

includes the classification of images into separate databases and this increases the performance by 

simultaneous parallel search of image in different databases. In addition to such this parallelism, we have 
created a segmentation algorithm for very large images and it divides an input image into several sub-

images which can be stored in different databases and processed by different machines (in certain 

operations);then each sub-image can be individually evaluated as an independent image or as a part of a 
bigger image. Subsequently, the data structure is accepted for distributed processing. Our multi-agent 

system provides a clear uniform access to all components of sub-images (Knutson, 2007).  

 

MATERIALS AND METHODS  
The basic data structure for an image analysis system is an appropriate data structure for storing the 

information of an image. The structural relationships between the apparent entities in an image should be 

taken into account. Each region is characterized by its physical characteristics, including the color, shape, 
and location of applied descriptors. This display also makes it possible to determine multiple structural 

relationships among different regions of image.  

A diagram-based data structure is utilized in our system for storing the information of an input image. 
Each image region (essentially a connected set of pixels of images with the same subject value) is 

displayed as a graph node of data structure, and each region relationship, which connects a region to 

another region, indicates the arc of diagram.  

The schema of relational database which contains the node description of regions (and their relationships) 
is developed and shown in Table 1.  

 

Table 1: Classification of descriptors obtained for an image region 

Relationships Shape descriptors Color descriptors 

adjacent-to 

is-part-of 

related-to 
disjoint-with 

area 

major axis size 

minor axis size 
major axis orientation 

minor axis orientation 

centroid 

set of region points 
set of border points 

average of centroid-border distance 

variance of centroid-border distance 
number of sides estimation 

red level average 

green level average 

blue level average 
red level mode 

green level mode 

blue level mode 

red level variance 
green level variance 

blue level variance 

maximum red level value 
maximum green level value 

maximum blue level value 

minimum red level value 
minimum green level value 

minimum blue level value 

(Source: Nurmi et al., 2009) 

 

Segmentation Algorithm 

The segmentation algorithm is utilized for distributing the sections of an image in different databases 

(Ghannadpour et al., 2011). This topic itself is complex and important although we will focus on 
describing the cloud computing services and increased efficiency in this paper in order to investigate the 

limitations and relationships between the image separation process and sum of the diagram-based 

operations.  

The segmentation algorithm divides the input image along its largest dimension (width or height) in order 
to obtain three sub-images of IC, IB and IA through the following algorithm: 

FOR EACH region IN division Line DO 
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IF (NOT is Treated(region)) THEN 

RegionSet = getSimilarRegions (region) 

FOR EACH region_r IN regionSet DO 
markAsTreated(region_r) 

END FOR 

regUnion = \begin{math}\cup\end{math} regionSet 
// regUnion : union of regions in regionSet 

I_A = I_A \begin{math}\setminus\end{math} regUnion 

I_B = I_B \begin{math}\cup\end{math} regUnion 

I_C = I_C \begin{math}\set minus\end{math} regUnion 
END IF 

END FOR 

The division line is the middle line along the largest dimension of image (height or width). Obtaining the 
similar regions: The input region and the adjacent regions, which are similar, grow as far as a similar 

situation is not created. If all following relations are provided, two regions A and b will be similar: 

max  𝑟𝑎 − 𝑟𝑏  ,  𝑔𝑎 − 𝑔𝑏  ,  𝑏𝑎 − 𝑏𝑏   < 𝑡ℎ𝑚𝑎𝑥  

min  𝑟𝑎 − 𝑟𝑏  ,  𝑔𝑎 − 𝑔𝑏  ,  𝑏𝑎 − 𝑏𝑏   < 𝑡ℎ𝑚𝑖𝑛  
 𝑟𝑎 − 𝑟𝑏  ,  𝑔𝑎 − 𝑔𝑏  ,  𝑏𝑎 − 𝑏𝑏  

3
< 𝑡ℎ𝑎𝑣𝑔  

Note: (ra, ga, ba) and (rb, gb, bb) are three RGB values of regions a and b.  
Three sub-images are obtained in this method. The central part of image (sub-image IB) is included in 

division processing and is ready for entry into the database. On the other hand, the left and right parts of 

input image (sub-images IC, IA) are the non-processed images and can be sent by other computers for 
operation. Some of the additional information and a part of central sub-image IB are sent along with the 

sub-image IC, IA. This information is utilized to describe the regional adjacencies which are among the 

adjacent sub-images (Burks et al., 2000). It is a developed message passing interface to adapt the whole 

image to the information lagged in sub-images. Since the sub-images IC and IA have initially the 
information about the adjacent IB regions, IB should be informed of its external boundary when IC and 

IA are processed and stored (principally in remote database).  

Finally, when the adaptation phase ends, the image becomes ready for analysis through the diagram 
operations consistent with the parallel data structure.  

 

RESULTS AND DISCUSSION  

Results  

Chart Operations  

The determined operations are based on the region-based data structure. We mainly utilize the 

morphology diagram-based operations. The initial diagram adjacencies, which include each adjacent 
region and its neighbor, are usually applied in this regard (Sadashiv& Kumar, 2011). 

Implementing the Cloud Computing 

The cloud computing has become a multi-agent implementation system. A schema of system is shown in 
Figure 1. First, a parallel and distributed system should determine how the operations are allocated to an 

agent. To minimize the implementation and response time, the implemented system utilizes a balancing 

method for distributing the operations among the agents. Each agent has a queue of local operations, but a 
central information agent. The studies are conducted on the advantages of using the load balancing 

algorithms for several agents systems, and parallel and grid systems (Lu, 2011). 

Simultaneously, the number of network packets sent by transferring the operations is directly decreased 

by the local queue in agents. These local queues are rebalanced when an agent becomes very busy. The 
load balancing uses three main functionalities: 

1- Advertising and discovering the services are applied by different agents in order to be put in a location 

where the other agents can access to them and maintain their own positions.  
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2- Prediction of performance is done for evaluating the new operations for a certain agent in order to 

balance the operation time for different agents. Each operation agent stores its system for any type of 

operation (division, storage, and operations of morphology). Using the operational parameters (e. g. the 
non-operated number of pixels or regions), the run time is predicted using a regression logarithmic 

function and the operation is assigned to an agent which has less estimated waiting processing time.  

3- The queues of activities are utilized for planning purposes. When a new operation is allocated to an 
agent, the other activities may be implementing by this agent. Each agent puts the waiting activities in a 

local queue (Deelman et al., 2008). 

 

 
Figure 1: Schema of cloud computing service 

 

Allocating the role of agents, which are present in a system, is an important issue in multi-agent systems. 

As shown in Figure 1, there are three agents in our system: 

 The point of access agent to service is a unique agent in system. This agent is the entry point for end 

users. It suggests the procedures for storing and applying the cloud computing service operations.  

 The source index agent is also a unique agent in system. This agent implements the system guide. 

This agent collects the information about the active agents in the system. The collected information 

includes the location of each agent, its current load, the estimation or performance prediction function and 

the image processing mode.  

 Finally, the active agents play the main roles in system. Each active agent manages a relational 

database including the complete data structure described in data structure section. They have all 

functionalities for storage and analysis of images on themselves. Therefore, each active agent is able to: 

1) Separate an input image (when it is very big), 2) extract the regions of image and descriptors, 3) The 
image data storage in database structure and, 4) do the certain chart-based filtering and operations on the 

images stored in the database (Beul et al., 2010).  

Furthermore, these agents have a message sending interface for two adapted data of separated images and 
sent sub-images obtained from the segmentation algorithm and it should be applied by other agents. The 
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active agents are also able to analyze their system load to calculate the estimated time of waiting 

implementation time which is already described. This data acquisition is vital for balancing the load and it 

will be described in the next section.  
The implemented multi-agent system is developed using the Sun Java. Each active agent can be 

implemented in heterogeneous hardware with heterogeneous database management systems and in 

different operating systems. This system can be easily be updated with registering a new agent in source 
index. The number of agents is not limited in the system (Overpeck et al., 2011).  

Description of Load Balancing 

In implemented system, the load balancing is initially utilized to divide and store the image. This is the 

first step in an image entry. Agent 1) It receives an image for processing, 2) It decides whether the image 
should be divided, 3) It divides the image if necessary (using the algorithm described in the section of 

segmentation algorithm) and calculates the regions and its node characterization, 4) It stores the regions 

and descriptors obtained in data structure, and finally 5) If the image is divided, it sends two non-operated 
sub-images to two agents (with the lowest pressure). Step 3) requires processing all pixels of sub-images. 

Therefore, our system utilizes a number of non-operated pixels of received sub-image to evaluate the 

waiting implementation time. It also makes it possible to calculate an estimation of factor loadings which 
are required in Step 5) to distribute the activities among the agents. The local evaluation is taken into 

consideration in all waiting activities in local line of agents (Andrew et al., 2007).  

The performed operations on different sub-images do not usually require the load balancing. This is 

because the operation is directly applied to the data structure where the sub-image is stored. The 
performance of operations is dependent on the number of regions allocated to each agent.  

The schedule for each operation stores the start time, number of non-operated pixels, and the end time. 

The schedule agent utilizes those three parameters of previous implemented operation programs to 
evaluate the time of processing the input activities. A regression algorithm is applied in this regard. Each 

operation has its own time in time evaluation agent. When the local queue is changed, the scheduled 

program updates the information in.  

In this method, the estimated time for processing the waiting activities in all active agents is stored in 
resource index agent. Therefore, when an active agent should submit a new operation (a sub-image which 

should be processed by another active agent) this requires the resource index agent that determines which 

agent is currently less applied. The agents utilize the web services as the interface of sending message 
among them (Chierichetti et al., 2010).  

Furthermore, the load monitoring application is another Java application in active agents. This application 

is responsible for storing the consumption of system resources for program of performed operation. This 
monitoring application should only store the programs of agent which have the executive activities. With 

respect to the way of implementing the model of Sun Java application, all Java applications in a machine 

are run in the real Java machine process. Therefore, this load monitoring should store the CPU usage for 

each application. Sun JMX Beans model is used for this purpose. Using the CPU usage rate as well as the 
total processing time of each operation, we are able to modify the evaluation performance when more 

than anoperation is running at the same (Weller et al., 2006).  

Balancing the Number of Regions 
It is important to perform the homogeneous regional data distribution among the agents in order to reduce 

the processing time for performed operations on images. First, the total number of regions is not clear. As 

a result, the load balancing of segmentation algorithm is based on the non-operated pixels. Therefore, the 
number of pixels stored in different agents is almost homogeneous, but the number of regions is not 

necessarily like this. An optional step is utilized for re-balancing the number of regions in agents in order 

to increase the efficiency of operations. When the sub-images enter, the information about the destination 

agent and the number of each sub-image are sent and stored in source index agent. Once all sub-images 
are processed, the source index can calculate the total number of image regions and the ideal number of 

regions per agent. This creates a re-balancing strategy for transferring some areas to balance a number of 

regions among the agents (Samantha et al., 2005).  
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The use of Best Fit Descending Algorithm is the basis for this transfer strategy which is extensively 

applied in problems of sorting and compressing the executable file (Zhao et al., 2009).  

Discussion 
In this section, we provide some of the experimental results for increasing the performance in 

implemented service by distribution of image division and storage for several input images. The 

advantages of using several factors along with the load balancing are considered in the case of using a 
factor (and thus the lack of using the distributed processing). Afterwards, a morphological delay operation 

is utilized to demonstrate the benefits of parallel operations.  

 

Table 2: Description of experimental images 

Size in 

MB 

Relations 

between regions 

Image size 

Piecewise-constant 

regions 

Image id 

3. 81 
5. 33 

5. 31 

9. 94 
95. 3 

610. 3 

6,904 
12,752 

248,794 

150,078 
367,022 

48,818,032 

1000x10001,961 
1067x17494,095 

1232x150742,421 

1596x217821,451 
5000x500067,723 

16601x92019,037,812 

Image 1 
Image 2 

Image 3 

Image 4 
Image 5 

Image 6 

 

Six experimental images of American meteorological project by NASA are selected and described in 
Table 2. They have different sizes (ranging from 1000*1000 to 9201*16601 pixels) and different numbers 

of regions with fixed pieces for testing the performance of services for a range of image sizes.  

As shown in figures 3 and 4, the number of initial regions does not directly depend on the number of 
image pixels (an image can be very large, while the number of regions with fixed pieces is relatively low 

at the same time). The system performance and load balancing, machinery and similar operating systems 

are utilized for better study.  
The agents are installed on the computer monitors with QuadCore processor with 4 GB of RAM and a 64-

bit Linux operating system. Each experimental image enters into our image analysis system, and the 

system divides it into several sub-images. The recent images are separately processed. The performance 

of division and storage stage is increased while using different numbers of factors described in Figure 2. 
The processing time for an agent is based on the percentage where the sign of 100% represents the 

processing time required for completion of operation only by an agent. For the cases where more than an 

agent is used, the processing time of an operation is the maximum processing time of all participating 
agents. As shown in Figure 2(a), the meantime of image division and storage in the data structure through 

two agents is about the half of (49. 78%) of total time for storage through only an agent. This time is 

reduced by 35. 50% through three agents Figure (2 b). It can be concluded that the load balancing is 

almost effective for storing the images because the time required for extracting the initial regions and total 
storage of an image is proportional to the number of pixels in an image. The number of pixels is known as 

a primary reason. Then the operations can be balanced among different agents due to the mentioned 

evaluation functions. On the other hand, two sub-images with the same numbers of pixels can have 
different numbers of regions. In this case, the required time for storage step should consider the sub-

images with more regions and relations. For instance, this occurs in figure 3 like what presented in Table 

3.  
A diagram-based morphological delay is separately applied on each sub-image. Figures 2 (c) and (d) 

show the processing time required for applying the delay on the whole image using two and three agents 

compared to the use of only an agent; it is equal to 60. 14% and 46. 46% respectively on average. The 

target operations are regional-oriented in the system. Therefore, the distribution of number of regions 
among different factors (Table 3) is a factor which mainly determines the reduction of processing time. 

As mentioned before, all operations cannot be calculated in distributed states like this example. Some of 
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the operations cannot generally be consistent with the segmentation algorithm, while others have this 

ability.  

 

 
Figure 2: Time comparison with different numbers of agents 

 

Table 3: Division of regions in different agents 

Three Agents Two Agents One 

Agent 

Image 

id 

[872; 676; 413] 
[1,202; 1,518; 1,375] 

[16,949; 13,457; 12,015] 

[8,630; 5,084; 7,737] 
[20,121; 31,920; 15,682] 

[2,884,214; 3,167,826; 2,985,772] 

[1,159; 802] 
[1,999; 2,196] 

[19,869; 22,552] 

[12,828; 8,623] 
[38,682; 29,041] 

[4,881,432; 4,156,380] 

[1,961] 
[4,095] 

[42,421] 

[21,451] 
[67,723] 

[9,037,812] 

Image 1 
Image 2 

Image 3 

Image 4 
Image 5 

Image 6 

 

This paper provides the cloud computing services for image analysis and generally investigated the 
problems and challenges due to the processing the very large images. These services are implemented 

using the following parameters: 

1) Region-oriented data structure for storing and processing the very large image data in distributed 
databases; 

2) Collaborative multi-agent systems of parallelism and balance of workload are among the critical 

features to ensure the improved performance of our distributed system. The operations for managing and 

processing the structural data can directly operate on the database. In implementation of multi-agent 
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systems, each operating agent in heterogeneous hardware can be run with heterogeneous database 

management systems and on different operating systems.  
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